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Abstract
L 2 O 2 5 Contrastive language and image pre-training (CLIP) achieves great success in various computer vision tasks and also presents
I_ _l an opportune avenue for enhancing weakly-supervised image understanding with its large-scale pre-trained knowledge. As
an effective way to reduce the reliance on pixel-level human-annotated labels, weakly-supervised semantic segmentation
(WSSS) aims to refine the class activation map (CAM) and produce high-quality pseudo masks. Weakly-supervised semantic
segmentation (WSSS) aims to refine the class activation map (CAM) as pseudo masks, but heavily relies on inductive biases like
. . . hand-crafted priors and digital image processing methods. For the vision-language pre-trained model, i.e. CLIP, we propose a
. novel text-to-pixel matching paradigm for WSSS. However, directly applying CLIP to WSSS is challenging due to three critical
/HH $ I_‘ . InteI Ilatlonal JouI Ilal O f C OIIlputer Vl Slon problems: (1) the task gap between contrastive pre-training and WSSS CAM refinement, (2) lacking text-to-pixel modeling to
fully utilize the pre-trained knowledge, and (3) the insufficient details owning to the % down-sampling resolution of ViT. Thus,
we propose WeakCLIP to address the problems and leverage the pre-trained knowledge from CLIP to WSSS. Specifically, we
first address the task gap by proposing a pyramid adapter and learnable prompts to extract WSSS-specific representation. We
then design a co-attention matching module to model text-to-pixel relationships. Finally, the pyramid adapter and text-guided
. decoder are introduced to gather multi-level information and integrate it with text guidance hierarchically. WeakCLIP provides
,?/ u k f o 1 1 o 6 an effective and parameter-efficient way to transfer CLIP knowledge to refine CAM. Extensive experiments demonstrate that
WeakCLIP achieves the state-of-the-art WSSS performance on standard benchmarks, i.e., 74.0% mloU on the val set of
PASCAL VOC 2012 and 46.1% mloU on the val set of COCO 2014. The source code and model checkpoints are released

at https://github.com/hustvl/Weak CLIP.

Keywords Semantic segmentation - Weakly-supervised Learning - CAM refinement - CLIP

1 Introduction

Communicated by Gunhee Kim.

Weakly-supervised semantic segmentation (WSSS) is an

B4 Xinggang Wang important task to reduce the pixel-level annotation burden
xgwang @hust.edu.cn which leverages weak supervisions such as image-level clas-
Lianghui Zhu sification labels (Ahn & Kwak, 2018; Kolesnikov & Lampert,
Ihzh@hust.edu.cn 2016; Pathak et al., 2015; Pinheiro & Collobert, 2015; Wang
Jiapei Feng etal., 2020; Wei et al., 2017, 2018; Huang et al., 2018; Jiang
fjp@hust.edu.cn etal., 2019; Lee et al., 2019a), points (Bearman et al., 2016),
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ANRETEEMEENSEl (Weakly-Supervised Semantic Segmentation, WSSS) 115%, SEER
SRS AEIEREGERE] (Class Activation Map, CAM) #FESHEIGAIEIR

> EHRINENDEIFEATIREERBROEES, ZRI2E0, REITENXDEIRISEIRN A

> ERNCAMIULTT AT AR A FEGUMIERE, XETEFERE, S5
RIGRIRERZ ST

> CLIPIEEAESAE EBUE TERRIRLD, BT EeEEHNERRIT SV ES,
7IWSSSTR T FHIHIE

[1]Radford A, Kim J W, Hallacy C, et al. Learning transferable visual models from natural language
supervision[C]//International conference on machine learning. PmLR, 2021: 8748-8763.
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> ATHETHREEEAMENTE, HATSHETIRSEEES (LRIE, B8, SHER
R) QEE HPETEGRIFENWSSSREAMEI, BERCAMEIELR, BRAIICAM
FERAEE, TR

> KIUSTRIIGERIES T2, MCLIPBIIS A REUR- X L%, RO
EARHBRITRALS, EEMRLIRECLPRATFWSSS

BBREmE s =S AE PIEIEIRE YN S5 2 s BRERINE
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> Learnable Prompt: FRIZEIMAIZEERINABN, SN ARG DIENREEE
AN, HEWSSSERIIRBER

» Pyramid Adapter: IR/ FCLIPE/GImDeR, MNARDHRIGIIENE, KINEZRE
YFAIE, BRI ZAIR

» Co-attention Matching: AMNRNEFRIIERERNASEENRAXRER, EHMY
AFOEMEERAN, BEIICECERAN

> Text-Guided Decoder: EULECERNFERZINNRT, SERCTHEEHIZRD,
SRS, A BRI

> WSSS loss: fEFhFHRAFIAFIRK
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Learnable Prompt
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Pyramid Adapter
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Co-attention Matching
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Text-Guided Decoder
C.B.R. &/~ "Conv-BN-RelLU" E

A4
f;%* Conv > Conv [~ C.BR. O—®— FC P
v © P Sl R IR B S
fg%" Conv @ Conv [»{ C.BR. ~®—® FEERC e A S BRI AR, {A1)3R
Ay ® Notions: AEZ RN R EE AR ARES.
-0 coms | conv [ cnr |- @con SRS RO YHEE—TE, RTELHITAED,
A ¥ @ Add {SFIHEIFTIP
f [%" Conv (| Conv [~ C.B.R. (® Upsample
EFEER S BRI R R I ITEER A
‘ ‘ 945 2R TE BEASiEMnSEFm
P :DeCOderg ({ftf}, {)\.:}),I = {11‘.'4}. EIJD UEI:I}_LEEE ﬁ EI.EE/JE/JD UTJ\)\J
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WSSS loss

WSSS loss = seeding loss + boundary loss

My DERAKANNERESE

keK ueM; Pur: kERIFEURIE KI5 BTN

CREF processed result
I I" RigE®&

I ¢ V(1. P) P s
Lpoundary = . Z Z W, (I, P) -log H'P - R
u=1 kek u,k %

[1]Krahenbuhl P, Koltun V. Efficient inference in fully connected crfs with gaussian edge potentials[J].
Advances in neural information processing systems, 2011, 24.
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#EE . PASCAL VOC 2012, MS COCO 2014

FHIEHR: mean intersection over union (mloU)

Baseline: {EHMCTformerr=4ICAMIEAEE, FHl|ZxWeakCLIPIREY, F=4-{hiEl&
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PASCAL VOC 2012

Method Backbone Sup. val rost Baseline and our WeakCLIP

Fully-supervised semantic segmentation (FSSS) methods MCTformer (XU et al., 2(}22) ResNet38 A 71.9 71.6
DeepLabV2 (Chen et al., 2017) ResNet101 F 77.7 79.7 WE:J.](C LIP RBSNC[38 I ?40 ?38
WR38 (Wu et al., 2019) ResNet38 80.8 82.5

WSSS methods with bounding box

BCM (Song et al., 2019) ResNet101 I+8 70.2 - .. . . .
BBAM (Lee et al., 2021c) ResNet 101 73.7 737 full supervision (F), |mage—|eve| labels (), sallency maps (S), and boundlng
WSSS methods with saliency map

ICD (Fan et al., 2020) ResNet101 I+S8 67.8 68.0 bOX |a be | S (B)

EPS (Lee et al., 2021d) ResNet101 71.0 71.8

L2G (Jiang et al., 2022) ResNet101 72.1 71.7

WSSS methods with only image-level labels

BES (Chen et al., 2020a) ResNet101 T 65.7 66.6

SC-CAM (Chang et al., 2020) ResNet101 66.1 65.9

SEAM (Wang et al., 2020) ResNet38 64.5 65.7

CDA (Su et al.,, 2021) ResNet38 66.1 66.8

CONTA (Zhang et al., 2020b) ResNet38 66.1 66.7

AdvCAM (Lee et al., 2021b) ResNet101 68.1 68.0

ECS-Net (Sun et al,, 2021) ResNet38 66.6 67.6

PMM (Li et al., 2021) Res2Net101 70.0 70.5

OC-CSE (Kweon et al., 2021) ResNet38 68.4 68.2

ReCAM (Chen et al., 2022b) ResNet101 68.5 68.4 A J:E/J EJ EJ (o) * (o)

CPN (Zhang et al., 2021a) ResNet38 67.8 68.5 Wea kC LI PY_ IIEEﬂEDI)\J-L—tE m I O U 73 L'—‘tl 74 0 /0 D73 8 /0 !
RIB (Lee et al., 2021a) ResNet101 68.3 68.6 N Q 2 \

AMR (Qin et al., 2022) ResNet101 68.8 69.1 ﬁ‘:a: {‘&{2{%% .1% & e H,.-ij_lf LJ\&A"B 1%%% gl\JL%. SR _JZ
VWE (Ru et al., 2022) ResNet101 70.6 70.7

URN (Li et al., 2022b) Res2Net101 71.2 71.5 mﬁﬂz I I/—,.XE/JTJ— £

CLIMS (Xie et al., 2022) ResNet101 70.4 70.0 /

SANCE (Li et al., 2022a) ResNet101 70.9 72.2

SIPE (Chen et al., 2022a) ResNet101 68.8 69.7

W-0o0D (Lee et al., 2022a) ResNet101 70.7 70.1

AMN (Lee et al., 2022b) ResNet101 69.5 69.6

VIT-PCM (Rossetti et al., 2022) ResNet101 70.3 70.9

AEFT (Yoon et al., 2022) ResNet38 70.9 71.7




MS COCO 2014

Method Backbone Sup. val
WSSS methods with saliency map

EPS (Lee et al., 2021d) ResNet101 T+S 35.7
AuxSegNet (Xu et al., 2021b) ResNet38 33.9
WSSS methods with only image-level labels

SEAM (Wang et al., 2020) ResNet38 T 319
CDA (Suet al., 2021) ResNet38 33.2
CONTA (Zhang et al., 2020b) ResNet38 32.8
PMM (Li et al., 2021) ScaleNet101 40.2
OC-CSE (Kweon et al., 2021) ResNet38 36.4
RIB (Lee et al., 2021a) ResNet101 43.8
VWE (Ru et al., 2022) ResNet101 36.2
URN (Li et al., 2022b) Res2Netl01 41.5
SANCE (Li et al., 2022a) ResNet101 447
SIPE (Chen et al., 2022a) ResNet38 43.6
AMN (Lee et al., 2022b) ResNet101 44.7
ViT-PCM (Rossetti et al., 2022) ResNet101 45.0
AEFT (Yoon et al., 2022) ResNet38 44.8
ToCo (Ru et al., 2023) ViT-B 41.3
OCR (Cheng et al., 2023) ResNet38 425
ACR (Kweon et al., 2023) ResNet38 453
CLIP-ES (Lin et al., 2023) ResNet101 454
BECO (Rong et al., 2023) ResNet101 45.1
Baseline and our WeakCLIP

MCTformer (Xu et al., 2022) ResNet38 A 42.0
WeakCLIP ResNet38 T 46.1+4 1
WSSS methods with plain ViT retraining (Strudel et al., 2021)
WeakTr (Rong et al., 2023) DeiT-S T 46.9
WeakCLIP DeiT-S T 473
WSSS methods with hybrid ViT retraining (Xie et al., 2021)
WeakCLIP MiT-B2 T 474
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Number of learnable embeddings 16

mloU 72.2 72.3 72.6 72.3

We mark the best WSSS results in bold

2 fJlearnable embedingsBIEEIRE 8T, MEERYF, MEMNEURENRIEE, XEEIE
B, learnable embedingsHU#IEMILSFINER, EFEEZSEERearnable embedingsAJLAE
SRS INENE N D B FTHNAERR.
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'E mm*_-!m SOUTH-CEN

[nitial value of temperatures I le—1 le—2 le—3

mloU 72.5 72.6 72.3 72.2

FeAI AT T IHREAR, IR R EYIRENHEREECERISN, ERIRE0.189TFS

mE T LSRG RIENMERE.
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Table 7 Comparison of per-class segmentation results in terms of loUs on the PASCAL VOC 2012 val set

Method bkg Plane Bike Bird Boat Bottle Bus Car Cat Chair Cow
MCTformercypras (Xu etal., 2022) 919 783 39.5 809 559 76.7 81.8 790 907 326 87.1
WeakCLIP (ours) 92.7 87.1 40.6 89.9 63.0 78.3 86.8 77.9 90.7 33.0 84.8
Method Table Dog Horse mbk Person Plant Sheep Sofa Train Tv mloU
MCTformercypr22 (Xu et al., 2022) 57.2 87.0  84.6 77.4 79.2 55.1 89.2 47.2 70.4 58.8 71.9
WeakCLIP (ours) 48.4 88.2 83.8 78.4 814 649 87.8 53.6 76.4 66.6 74.0
We mark the best WSSS results in bold

Table 8 Comparison of per-class segmentation results in terms of IoUs on the PASCAL VOC 2012 test set

Method bkg Plane Bike Bird Boat Bottle Bus Car Cat Chair Cow
MCTformercypr22 (Xu et al., 2022) 92.3 84.4 37.2 82.8 60.0 72.8 78.0 79.0 89.4 31 84.5
WeakCLIP (ours) 929 884 40.6 88.3 57.6 71.8 82.6 80.0 89.9 33.1 82.6
Method Table Dog Horse mbk Person Plant Sheep Sofa Train Tv mloU
MCTformercypr22 (Xu et al., 2022)  59.1 85.3 83.8 79.2 81.0 539 85.3 60.5 65.7 57.7 71.6
WeakCLIP (ours) 57.6 86.0 82.9 83.9 79.6 66.6 86.8 60.9 72.8 64.2 73.8

We mark the best WSSS results in bold

2025/04
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N T LS R 1043
;E mm*g !m SOUTH-CENTRAL MINZU UNIVERSITY
Trainable parameter  Total parameter Tr}:;:?;‘ﬂfjﬁm (o) FPS GPU mem
MCTformer 105.3 M 105.3 M 100.0 3.9 30.7 GiB
WeakCLIP 21.2M 171.5M 12.4 16.8  9.7GiB

Furthermore, WeakCLIP presents 4.3 x faster training FPS than baseline and saves 68.4% GPU memory

MCTformerE5105.3M&%, #HELZT, WeakCLIPA171.5 M&2%, BR1)|%:21.2 M,
WeakCLIPRE12.4%090)|%4:228, )I|GFPSIEEIRE T4.3(Z, e T 68.4%GPURTEE,
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Origin Images Our Results Ground Truth Origin Images Our Results Glound Truth

?JZﬁJ%UﬁHWeakCLIPM RETLERYiEEE, ALK
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AR T2 9WeakCLIPRIFh A%, S1EFFTR)IERCLIPARELAYRIIRSRIZIR5S ITENE N o EIMLERY
CAMIILILIZTE, BXERR T IHECLIPEREIWSSSHhEFEEMIRRR, & iZ2EAIIPASCAL VOC 2012F0
COCO 2014%EEE FRISCISZEREKE, SLIERNWSSSHiAIELL, WeakCLIPEVE TRRERIIEF. K
Sk, EEHIREESHATUECLIP, LURFWSSSHGERIB/ERLS.,
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