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【发表会议】：CVPR 【发表时间】：2025

【被引数量】：7(谷歌学术)【分       区】：CCF A

文献信息 研究背景 本文贡献 研究方法 实验结果文献信息 结论与不足
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足研究背景

• 主流的SSL在医学图像中面临极端类别不平衡和高不确定性的挑战

• 现有的不确定性评估方法存在局限：基于阈值过滤不可靠预测

• 对比学习方法一致的对待所有样本对，在极度不平衡的数据中导致次优的分割

2026年1月21日



第5页/共21页

文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足本文贡献

FeCL：提出焦点熵感知对比

损失，通过双焦点机制（关

注正样本和负样本）和自适

应置信度调整，增强局部特

征辨别能力。

UnCL：设计不确定性感知

一致性损失，基于体素熵动

态调整每个体素对一致性损

失的贡献权重。

DyCON：提出一种动态不

确定性感知一致性与对比学

习框架，解决半监督医学图

像分割中的类别不平衡和病

灶变化问题。

2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足研究方法

教师模型从未标记的输入𝑥𝑗
𝑡生成𝑝𝑡，而学生模型分别从未标记的输入𝑥𝑗

𝑠和标记的输入𝑥𝑖生成𝑝𝑠和标签𝑝𝑖
𝑠，DyCON

最终以端到端半监督的方式使用标记损失和未标记损失进行优化。

2026年1月21日
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UnCL：不确定性感知一致性损失

• 不确定性感知一致性损失用于处理医学图像分割中全局不确定性的核心损失函数，其设计目标是通过动态调整

体素对一致性损失的贡献权重，实现模型对不确定区域的探索与对置信区域的精确优化

采用熵（Entropy）作为不确定性度量，通过学生模型和教师模型的预测概率分布计算体素级熵值𝐻𝑠(𝑝𝑠)

和𝐻𝑡(𝑝𝑡) ，熵值越高表示该体素预测的不确定性越大

a) 不确定性量化

𝑝𝑗
𝑠  =  𝜎 𝑓𝜃

𝑠 𝑥𝑗
𝑠 , 𝑝𝑗

𝑡  =  𝜎 𝑓𝜃
𝑡 𝑥𝑗

𝑡

ℒUnCL =
1

𝑁
ා

𝑖=1

𝑁

ℒ 𝑝𝑖
𝑠 𝑝𝑖

𝑡

exp 𝛽 ⋅ 𝐻𝑠 𝑝𝑖
𝑠 + exp 𝛽 ⋅ 𝐻𝑡 𝑝𝑖

𝑡
+

𝛽

𝑁
෍

𝑖=1

𝑁

𝐻𝑠 𝑝𝑖
𝑠 + 𝐻𝑡 𝑝𝑖

𝑡

均方误差

正则化：防止模型过早收敛

关注（置信度区域）低熵

文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足研究方法

2026年1月21日



第8页/共21页

UnCL：不确定性感知一致性损失

ℒUnCL =
1

𝑁
ා

𝑖=1

𝑁

ℒ 𝑝𝑖
𝑠 𝑝𝑖

𝑡

exp 𝛽 ⋅ 𝐻𝑠 𝑝𝑖
𝑠 + exp 𝛽 ⋅ 𝐻𝑡 𝑝𝑖

𝑡
+

𝛽

𝑁
෍

𝑖=1

𝑁

𝐻𝑠 𝑝𝑖
𝑠 + 𝐻𝑡 𝑝𝑖

𝑡

均方误差

关注（置信度区域）低熵

b) 自适应参数𝛽

正则化：防止模型过早收敛

𝛽控制不确定性的影响强度，训练初期𝛽值较高（如𝛽𝑚𝑎𝑥 = 1.0），优先探索不确定区域；随训练进行，𝛽

按指数衰减至𝛽𝑚𝑖𝑛 ，逐步聚焦于置信区域的优化

𝛽 𝑡 = max 𝛽min 𝛽max ⋅ exp −𝜆 ⋅
𝑡
𝑇

文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足研究方法
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足研究方法

FeCL：焦点熵感知对比损失

• 焦点熵感知对比损失聚焦正负样本对和不确定区域，有效解决类别不平衡问题，帮助模型捕捉细微病变边界

ℒFeCL =
1

𝑃(𝑖)
෍

𝑘∈𝑃 𝑖

𝐅𝑘
+ ⋅ − log

exp 𝐒𝑖𝑘

𝐷 𝑖

𝐷 𝑖 = exp 𝐒𝑖𝑘 + ෍

𝑞∈𝑁 𝑖
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− ⋅ exp 𝐒𝑖𝑞 +

1

𝐾
෍

𝑙=1

𝐾

exp 𝐒𝑖𝑙

𝑃(𝑖) ：正样本对数量，

𝐒𝑖𝑘 =
𝑧𝑖

𝑠 ⋅ 𝑧𝑘
𝑠

𝜏
i和K的相似性

FeCL使用双焦点加权项𝐹𝐾
+和𝐹𝑞

−来调整每个Patch对在损失函数中的重要性：

𝐅𝑘
+ = (1 − 𝑆𝑖𝑘)𝛾⋅ exp 𝐻𝑔𝑠 𝑝ℎ

𝑠 𝐅𝑞
− = (𝑆𝑖𝑞)𝛾

关注正样本对 负样本对施加惩罚

正样本聚集在一起，负样本远离

2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足研究方法

Total Loss Function

ℒTotal = ℒDice + ℒCE

ℒsup

+ 𝜂 ⋅ ℒUnCL + ℒFeCL

ℒDyCon

• 总的损失函数=监督损失+DyCON损失

𝜂是控制UnCL和FeCL对总损失的影响程度

2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足实验结果

数据集和评估指标

LA

Dice, IoU, HD95和ASD

ISLES-2022 BraTS2019 Pancreas-NHI

评估指标

2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足实验结果

对比实验结果分析

结果
分析

在ISLES中，DyCON的表现最好

2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足实验结果

对比实验结果分析

结果
分析

在BraTS19中，DyCON的表现超

过全监督的3D-UNet

2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足实验结果

可视化分析

结果
分析

DyCON准确分割出接近

GT的区域，在所有结果中

表现最好

说明 在LA和Pancreas中的结果与上述分析类似，这里不在展示2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足实验结果

消融实验结果分析

分析 使用UnCL到达最好的分割结果

2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足实验结果

消融实验结果分析

分析 使用FeCL到达最好的分割结果

2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足实验结果

消融实验结果分析

分析 使用MT+FeCL的分割结果总是优于MT+SupCon

2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足实验结果

消融实验结果分析

分析 DyCON能够检测小区域和离散区域病变
2026年1月21日
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文献信息 研究背景 本文贡献 研究方法 实验结果 结论与不足结论

提出不确定性感知一致性损失（UnCL）

利用熵作为不确定性的代理指标，动态调整体素对损失的贡献权重。

提出焦点熵感知对比损失（FeCL）

通过双焦点机制和自适应置信度调整增强局部特征辨别能力，优先处理正样本和负样本，有

效解决类别不平衡问题。

1

2

2026年1月21日
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谢谢大家！

计算机学院（人工智能学院）

2026年1月21日
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