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> $#SCl 2X=CCF BLAERIIEX (TRE. TRtl)

> BAHEABINIEX (SiERE, HHRD)

Anovel framework for multimodal brain tumor detection with scarce labels [PDF] researchgate net
Teee Journal Of Biomedical And Health Informatics | EESPTOP Elg®  SCIARMETIR  IF68
‘Y Ge, L Xu, X Wang, ¥ Que... - IEEE Joumal of ..., 2024 - ieeexplore.ieee.org
... multimodal imaging data is crucial for enhancing the accuracy and sensitivity of brain tumor
/ ... To solve these problems, we propose a novel multimodal brain tumor detection framework .

wiFF WSEIE #H5IFERE: 9 BXNE FEIMEF  easyScholarXEE

easyScholar )

/ M2GCNet: Multi-modal graph convolution network for precise brain tumor [PDF] hznu . edu.cn

_%Mhﬂﬁﬁﬂg;ﬂu%ﬁ;r& ! / vsegmentation acrggultiple MRI sequences p—

/ # I Zhou- IEEE Transactions on Image Processing, 2024 - ieeexplore ieee.org
/ V4 ... Qliver, “Automated brain tumor segmentation using multimodal brain scans: a survey

774 + /7 based on models submitted to the brats 2012-2018 challenges.” IEEE reviews in biomedical ...
= EUELIﬁ1 OW AP, / /7 w FF WS5IE #5IERE: 17 BXE FE6THEE  easyScholarZBilEs

IE7E{iAeasyScholarsiR e R BAgER !

, Federated modality-specific encoders and multimodal anchors for personalized [PDF] aaai.org
brain tumor segmentation

SRR TEEEZ — - Proceedings Of The Asai Conference On Atificial Intelligence | ENSE
- - ==p (1 Dai, D Wei, H Liu, J Sun, L Wang... - Proceedings of the AAAl ___, 2024 - ojs.aaai.org
—

... Meanwhile, multiple anchors are extracted from the fused multimodal ... multimodal brain
turmor segmentation. Results show that it outperforms various up-to-date methods for multimodal ...

W BF WSIRE #EIIRRE: 23 BXENE AT MEF 80 easyScholarsIEilE

N\ MVFusFra: A multi-view dynamic fusion framewark for multimodal brain tumor
S segmentation
N Teee Journal Of Biomedical And Health Informatics < ES'TOP EN&E  SCOMREESIK  Fes
A Y Ding, W Zheng, J Geng, Z Qin . - |IEEE Journal of ., 2021 - izeexplors ieee org
... to improve the performance of brain turmor segmentation. The proposed ... segmenting the
brain tumor from different views and each deep neural network corresponds to multi-modal brain ..

wiEE WK #E5IRRE: 82 BXEME FE I THET  easyScholarsBilE

58300/4£28T0
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Multi-modal Vision Pre-training for Medical Image Analysis

> NEiRERESAL (HEELINET)

1Shanghai Jiao Tong University, Shanghai, China 2Shanghai AI Laboratory, Shanghai, China
{ruishachao, tang.zhenyu}@sijtu.edu.cn

{chenlingzhi, wanq.l.ilcmg, _liumiapgin. .zhangsbaering,. wangxiaosongi@pjlab.org.cn
hLLps //github.com/openmedlab/BrainMvP ,;

Shaohao Rui'!'?*, Lingzhi Chen?*, Zhenyu Tang'+?, Lilong Wang?, Mianxin Liu?, Shaoting Zhang?, Xiaosong Wang?>

Despite domain generalization (DG) has significantly
addressed the performance degradation of pre-trained mod-
els caused by domain shifts, it often falls short in real-
world deployment. Test-time adaptation (TTA), which ad-
Justs a learned model using unlabeled test data, presents
a promising solution. However, most existing TTA meth-
ods struggle to deliver strong performance in medical im-
age segmentation, primarily because they overlook the cru-
cial prior knowledge inherent to medical images. To ad-
dress this challenge, we incorporate morphological infor-
mation and propose a framework based on multi-graph
matching. Specifically, we introduce learnable universe em-
beddings that integrate morphological priors during multi-
source training, along with novel unsupervised test-time
paradigms for domain adaptation. This approach guar-
antees cycle-consistency in multi-matching while enabling
the model to more effectively capture the invariant priors of
unseen data, significantly mitigating the effects of domain
shifts. Extensive experiments demonstrate that our method
outperforms other state-of-the-art approaches on two med-
ical r’mage segmenra.fion benchmarks for both multi-source

u)de is ﬂvasfab{e at hh’;)\ //Quhuh & ()m/}().*{J()/?TD(:—M(HU. .
o = s s mm o s o mm s s = o= s s ]

Recent 3D deep networks such as SwinUNETR, Swin-
UNETRv2, and 3D UX-Net have shown promising perfor-
marnce by leveraging self-attention and large-kernel convo-
lutions to capture the volumetric context. However, their
substantial computational requirements limit their use in
real-time and resource-constrained environments. The high
#FLOPs and #Params in these networks stem largely from
complex decoder designs with high-resolution layers and
excessive channel counts. In this paper, we propose Ef-
fiDec3D, an optimized 3D decoder that employs a chan-
nel reduction strategy across all decoder stages, which sets
the number of channels to the minimum needed for accu-
rate feature representation. Additionally, EffiDec3D re-
moves the high-resolution layers when their contribution
to segmentation quality is minimal. Our optimized Ef-
fiDec3D decoder achieves a 96.4% reduction in #Params
and a 93.0% reduction in #FLOPs compared to the de-
coder of original 3D UX-Net. Similarly, for SwinUNETR
and SwinUNETRv2 (which share an identical decoder), we
observe reductions of 94.9% in #Params and 86.2% in
#FLOPs. Our extensive experiments on 12 different med-
ical imaging tasks confirm that EffiDec3D not only signifi-
cantly reduces the computational demands, but also main-
tains a performance level comparable to original models,
thus establishing a new standard for efficient 3D medical

—imege segmentetion: -Gur mplementation i ayailable at
1 https://github.com/SLDGroup/EffiDec3D.

An efficient and effective decoding mechanism is crucial
in medical image segmentation, especially in scenarios with
limited computational resources. However, these decoding
mechanisms usually come with high computational costs.
To address this concern, we introduce EMCAD, a new effi-
cient multi-scale convolutional attention decoder, designed
to optimize both performance and computational efficiency.
EMCAD leverages a unique multi-scale depth-wise convo-
lution block, significantly enhancing feature maps through
multi-scale convolutions. EMCAD also employs channel,
spatial, and grouped (large-kernel) gated attention mech-
anisms, which are highly effective at capturing intricate
spatial relationships while focusing on salient regions. By
emploving group and depth-wise convolution, EMCAD is
very efficient and scales well (e.g., only 1.91M parame-
ters and 0.381G FLOPs are needed when using a stan-
dard encoder). Our rigorous evaluations across 12 datasels
that belong to six medical image segmentation tasks re-
veal that EMCAD achieves state-of-the-art (SOTA) perfor-
mance with 79.4% and 80.3% reduction in #Params and
#FLOPs, respectively. Moreover, EMCAD'’s adaptability
to different encoders and versatility across segmentation
tasks further establish EMCAD as a promising fool, ad-
vancing the field towards more efficient and accurate med-
“ieal image analysts. - Qur-ﬁm;ﬁemmmmn is available at
hnps A/github.com/SLDGroup/EMCAD. |
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> WESEEREALE, WRSIERE (google,

ErkR E3]ian;]
12 Bing Q. Training Like a Medical Resident: Context-Prior Learning Toward Univer 0]
R B e =5 i = P Es

¥ oF £] 3,680,000 PMER

& universal-medical-image-segmentation  Public

¥ main ~ ¥ 1Branch > 0Tags Q Gotofile

u yhygao improve comment clarity

m config/universal update code

I8 dataset_conversion update code
m figs update code
I inference update code
B metric update code
B model update code
m training improve comment clarity

A i # L%

SOUTH-CENTRAL MINZU UNIVERSITY

Bing3)

O Github
https://github.com » yhygao » universal-medical-image... EHFHER

Universal Medical Image Segmentation - GitHub
Towards this goal, we develop Hermes, a novel context-prior leaming approach to address the
challenges of data heterogeneity and annotation differences in medical image segmentation.

& Watch 8

t Add file - <> Code ~

033e16a - lastyear &) 12 Commits

last year
last year
last year
last year
last year

last year

last year

58 5Ta/4£28T1



Fe(LH
Hgh: =ECRE,

SSUMML  Public

¥ master ~ ¥ 1Branch © 0Tags

@ zlheui Update README.md
3 README.md

0O main_figure.png

[0 README

SSUMML

(O) 1 4~ #x ¥

SOUTH-CENTRAL MINZU UNIVERSITY

OBREADMEX %

@ Watch 9

Asking for Releasing Source Code #2

cd7869a . 4 years ago @ 3 Commits f
|

- Programming-D opened on Feb 12, 2024
Update README.md 4 years ago
Could please release your source code as you mentioned in readme.md? It would be highly appreciated for your reply.
Update README.md 4 years ago
Z =



AR

BUsh: RIEAMCIEAEE

H MTTU-Net  public

+ main - ¥ 1Branch © 0Tags

chengjianhong Add files via upload

data

models

utils
IDH_test.txt
IDH_train_1.txt

IDH_valid_1.txt

RN rRNrRErRE B N

README.md
[__t'] predict.py
D test_|DH.py

D train_IDH.py

Q Gotofile

Update BraTS_IDH.py

Add files via upload

Add files via upload

Add files via upload

Add files via upload

Add files via upload

Update README.md

Update predict.py

upload the code

upload the code

&® Watch 2

t Add file ~ <> Code ~

1876362 -2 yearsaga L&) 18 Commits

4 years ago
4 years ago
3 years ago
3 years ago
3 years ago
3 years ago
4 years ago
4 years ago
4 years ago

4 years ago

Please Upload trained model #4

—— ravinalawade13 opened on Oct 17, 2023
||

Helle,

A i # L%

SOUTH-CENTRAL MINZU UNIVERSITY

Please upload the trainad model on the TransBrats data you used, as | don’t have GPUs to run the code.

@

@ -~ ravinalawade13 closed this as completed on Nov 7, 2023

B 7Ta/428T0
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Journals & Magazines > |EEE Transactions on Medical ... > Volume: 41 Issue: 5 @

Domain Adaptation Meets Zero-Shot Learning: An Annotation-Efficient
Approach to Multi-Modality Medical Image Segmentation @ e comsesiz

IF 9.8
Publisher: IEEE
Cheng Bian® ; Chenglang Yuan; Kai Ma® ; Shuang Yu® ; Dong Wei @ ; Yefeng 7Zheng All Authors *IJ . TMI

Journals & Magazines > IEEE Transactions on Medical ... > Volume: 43 Issue: 4 (2]

Multi-Source Domain Adaptation for Medical Image Segmentation & e

SCHHRMR E¥1X = 1F 98
Publisher: IEEE | Cite This

Chenhao Pei; Fuping Wu; Mingjing Yang® ; Lin Pan® ; Wangbin Ding @ ; Jinwei Dong All Authors

588r1/4t28T1
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cv ] CA\Windows\system32\emd.ex X

> EIIFIE: anaconda

Distribution Installers

For installation assistance, refer to troubleshooting.

Windows %
Mac A%
Linux v

> HEARRIRIR: Pytorch, opencv, numpy, cuda, scipy,
matplotlibZ




BoIpiR (%)

> HgEPytorchifiz
O EFFHES3HFMcudalrd, FIUNEANE-RE4060, w®S321512.789cuda

i Viac

Your OS

Linux Vi

Compute Platform CUDA 126 CuDA 128 CUDA13.0 REcm-6-4 CPU
) ! pip3 install torch torchwisicn inde rl https://downlcad.pytorch 1
Run this Command: ,
1 g/wh
et et et ekt ks = 1

O 3] PytorchEM, #EFEEFHcudahid, SEHlirSRE&iREEPytorch

O BEEELNECE, THEETGIEKE, JLMERIEZNEEcondatiZ RilR

5510703/4£28™



BoIpiR (%)

> BEEIREIE: pip install -r requirements.txt_ - & oo

predict.py 20250514 %56
predict_2.py 2025/10/10 19:13
predict_3.py 2025/6/2319:30 | »
o - e a0
predict_hitmap.py 2025/5/19 #H4:32
-
— L READMEmd _ , _._._._. ~ 2025/5/22 15:30
. 1
! requirements.ixt I\ 2025/4/25 10:56
test.py \2025/5/14 9:55
to_csv.py 2?2:'\7" 3 16:41
: . N
train.py 2025/10/1 16:49
N\
N\

3R ERE
e

53T

SN, BT

O MNERMTELAERE, £
Eggszllpypi.org FTFEHES%

3R4E, -Ju‘ ~

N\

= requirements. txt —

absl- py==2 2.2
albucore==0.0.17

3 albumentations==1.4.18

annotated-types==0.7.0
cachetools==5.5.2
certifi==2025.1.31

charset-normalizer==3.4.
3 click==
5 colorama==
10 contourpy==1.1.1

§.1.8
0.4.6

cycler==0.12.1

12 docker-pycreds==0.4.0
3 eval type backport==0.2.
4 fonttools==4.57.0

gitdb==4.0.12

16 GitPython==3.1.44

google-auth==2.40.1

15 google-auth-ocauthlib==1.
15 grpcio==1.70.0
0 idna==3.10

imageio==2.35.1

> importlib metadata==8.5.

joblib==1.4.2
kiwisolver==1.4.7
kornia==0.7.3
kornia rs==0.1.9
lazy loader==0.4

5 Markdown==3.7
5 MarkupSafe==2.1.5
30 matplotlib==3.6.2

‘© KEEE.ES

requirements. txt @

0.0

B1103/42

&
T
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https://pypi.org/

BeIRiR (%)
> BRTE

© NELEE

SOUTH-CENTRAL MINZU UNIVERSITY

[ ]
numpy-2.3.4-pp311-pypy311 pp73-win amd64.whl (13.0 MB view details | d
) (e dewdeals - WINCAOWS
Uploaded Oct 16, 2025 |PyPy | Windows x86-64

numpy-2.3.4-pp311-pypy311 pp73-manylinux 2 27 x86 64.manylinux 2 28 x86 64.whl(16.8 MB view details)

Uploaded Oct 16,2025 PyPy manylinux: glibe 2.27+ x86-64 manylinux: glibc 2.28+ x86-64

Linux

numpy-2.3.4-pp311-pypy311 pp73-manylinux 2 27 aarch64.manylinux 2 28 aarch64.whl (14.4 MB view
) details)

Uploaded Oct 16,2025 |PyPy manylinux: glibec 2.27+ ARM64 manylinux: glibc 2.28+ ARMG4

0 numpy-2.3.4-pp311-pypy311 pp73-macosx 14 0 x86 64.whl (6.8 MB view details) |
Uploaded Oct 16, 2025 |PyPy mac05 14.0+ x86-64 1
0 numpy-2.3.4-pp311-pypy311 pp73-macosx 14 0 arm64.whl (5.3 MB view details) '
Uploaded Oct 16, 2025 |PyPy mac0S5 14.8+ ARMG4 |

| Mmacos

numpy-2.3.4-pp311-pypy311 pp73-macosx 11 0 armé64.whl (14.4 MB view details})

Uploaded Oct 16, 2025 |PyPy mac0S 11.8+ ARMG4

numpy-2.3.4-pp311-pypy311 pp73-macosx 10 15 x86 64.whl (21.1 MB view details)

pip install numpy-2.3.4-pp311-pypy311 pp73-win_amd64.whl

551203/4£28™
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> EUBRIEERIRIE

© EEEE X

SOUTH-CENTRAL MINZU UNIVERSITY

O mmcvEEEApip install mmcv TFEEIRE, FEIELSEHTHGS

Select the appropriate installation command depending on the type of system, CUDA version, PyTorch version, and MMCV version

Windows w| |cuda12_‘| w| |tc:rch2_2){ 1~~-'| [mmcvz_z_ﬂ 1~~-']

O MambalRfyZ&E, FEEPytorch5cudalRFAIF=ASIITT:
torch 2.1.2, cuda 11.8, mamba ssm 1.1.1

551303/4£28™



Matplotlib Python NumPy

> E{‘[ﬂﬂggﬁi&%}'m 3.11 3.11 1.25.0
3.10 3.10 1.23.0

O Pythofl Z G ERIKIR R s
38 3.9 1.21.0

3.7 3.8 1.20.0

O tritonEARBlinuxkrad, EwindowsZIESRiE

@ PrashantSaikia Update README.md

[_f] README.md Update README.md

0 triton-2.0.0-cp310-cp310-win_amde4d.whil Add files via upload

https://github.com/PrashantSaikia/Triton-for-Windows

5514773/4£28™m



FIES ()
> PFIRBE g5

=i M HEr -
-
- .
__pycache__ —_— 2025/11/ 6:49
-
configs = - g 2229711771 16:49
- —
dataloaders= = - 2025/11/1] 15 G
——————

networksem == == = 2025/11/11 16:49

pretrained ckpt . om == == =— = 20257T1/M T5:48

Utils o o o o o o - = . e
"B test ACDC.py 2025 6:49
I
: B test PROMISE12.py 2025 6:49
i train_ACDC_BCP.pj,r 2025 5:49
1 [ train ACDC_Cross Teaching.py 2025 6:49
I [ train PROMISE12.py 2025 6:49
B val 20.py 2025 6:49
|

—
—
-

AEBSRIIR B (RIFRAURISHT,

. EEHE

-
—
—
- -
—
—-—

— W
— ==
— ==
— =
— W

- SHENNE

IERRIA, iztR S FNSSIERN 2R

FERELIEPERESITE

SOUTH-CENTRAL MINZU UNIVERSITY

IEFL IR, lossitESE

581500/4£28™m
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> THiEE

O TEREADMERRRYEHRESR, iR
ERANEHRERINF ST

O ~HEEEETE, LLUICOCO,
ACDC, CHASE DB1%

O FABHIESEALST, FEH
AR, RRINERIERE

SOUTH-CENTRAL MINZU UNIVERSITY

2. Dataset

Data could be got at ACDC and promisel2.

For the PROMISE12 dataset, we also provide the pre-processed version at Google Drive,

|— ./data @

— [acoc]
— [data]

F— test.list

I— train_slices.list
— train.list

L— val.list

|— CaseXX_segmentation.mhd
I— CaseX¥_segmentation.raw
I— CaseXX.mhd

|— CasexX.raw

I— test.list

L— val.list

81601/4£28™m
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> (S

© KEEE XX
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O EH(ENEUEEEIRE, epoch,
F3ZF, batch sizefIGPUig

BF

A A :Q |
O TF&EREADMERREZIAYTEIL 3. Pretrained Backbone
- = Download pre-trained Swin-Unet model to "./code/pretrained_ckpt” folder.
1R, WMEEIERRIE i . " "

— ./code/pretrained_ckpt =
L swin_tiny patch4 window7 224.pth

O XEBI9I%SHIMZHiRs, RTIEEAR:E, HEMAOKXERD
B LATESFMESEKiICIE (github, CSDN) LHHIIEER, &
iR REgithubflissue B —i%

81773/4£28™



FRICES ()

https:/fblog.csdn.net » shejizuopin » article » details

A i # k%

SOUTH-CENTRAL MINZU UNIVERSITY

PyTorchZ2E 245 ? BURFBEFGE, MOENMBRIRIGE!
> ﬂ%ﬂ&‘ﬁﬁg EREERACSONS IS, FEFHIRSII0AZSEAN, BRSS!
_pytorcheeEs .
Lrm )| r=—=dn . = _
Q. pytorchzsiss o = AT Z22EF 0BRSS Py Torch+CUDA IRE? SRS AF= - CS...

13. #8558 Windows FPyTorchS A RELD, {BIE{TAHE"CUDA ermor: unknown error” [RH: &
HEEFHSCUDAREFES. BR: AREEE
2uf ) &= BH 155 1 COPILOT i EE
—_— {XE=3¥H blog.csdn.net RHEELEE

™ £11530.000 M8

s
““ https:/izhuanlan.zhihu.com
O ¢ @& FIBF R RPyTorchZ2E/GimportiRiEHI8ThalaE ([ISESKRYE)

FEFERREPyTorch=ERimportiRigsIeiaalas (ILIBESIREES) - AF

CSDNiEZ=
hitps://blog.csdn.net » article » details

EFiE%Mamba-ssmZ22E, Windows FmambalflZigss (F& ...

1780 - 315 FEHEEEILFEMI/ NS hEERIHEEmambalf SR FICUDAINE, thEEGPU
E=1 == BR 7] e COPILOT P EE Rt BFEAESHER T lundRfamambagiwhl, ZEEEEUINUTFEETZEH

WindowsZZemambaLifife (£MEISESATI) - CSDNi#EZE
S % #£1170,000 PR ZEIEa B 2 ERR—mambafyEE=iliEE, AL-EEAEE, FEAEEmamba,
BEEsrmRx M A RIEEwindows HEfT—

Q. mamba ssmZz&Ewindows Q9 =

{NZE73EE blog.csdn.net BTSSR

5518703/4£28™m



FRiElES (%)
> (S

ImportError: selective_scan_interface #788

<
LS
ﬁ % ssiegel95 on Sep 27 - edited by ssiegel95 Edits v  =»-
niunaicoke cpened on Sep 6

Traceback {most recent call last): When | used the --no-build-isclation flag discussed here, the will yield a different import error
File "/home/yulab/PycharmProjects/mamba/model.py”, line 16, in
from mamba_ssm.ops.selective_scan_interface import selective_scan_fn

A & # k¥

SOUTH-CENTRAL MINZU UNIVERSITY

File "/home/yulab/anaconda3/envs/mamba/lib/python3.10/site-packages/mamba_ssm/initpy”, line 3, in root@de7f42bebd54 : fworkspaces# LD_LIBRARY PATH=/opt/conda/lib/python3.11/site-packages /torch/lib python -c "import sel @ e
from mamba_ssm.ops.selective_scan_interface import selective_scan_fn, mamba_inner_fn Tr‘a?eback (““_’St "ECE"I't call_IBSt):

File "/home/yulab/anaconda3/envs/mamba/lib/python3.10/site-packages/mamba_ssm/ops/selective_scan_interface.py”, line 20, in File "<string>”, line 1, in <module>

import selective_scan_cuda ImportError: fopt/conda/lib/python3.11/site-packages/selective_scan_cuda.cpython-311-x86_64-linux-gnu.so: undefined symbol:

ImpoertError: /home/yulab/anaconda3/envs/mamba/lib/python3.10/site-packages/selective_scan_cuda.cpython-310-x86_64-linux- - <
i . . ]
gnu.so: undefined symbol: _ZN3c104cuda9SetDeviceEab

o) @) &1

& Eom-taeseon on Dec 3, 2024 - edited by Eom-taeseon Edits ~  Author

Unable to install mamba-ssm on Linux with CUDA 12.1 and PyTorch 2.5.1

| solve this problem!! | tried 3 ways.

-

. Update CUDA Version
Actually, I'm using an external server with my colleagues, so | haven't tried this method. But if it's a server using alone, | think it's
well worth trying.

Assignees
Eom-taeseon opened on Dec 2, 2024 e .
. 2. Install Wheel file in local
No one assic
https://github.com/state-spaces/mamba/releases
I'm trying to install mamba-ssm with pip install mamba-ssm but it doesn't work. | need hel A
ving ? Labels Go into the url, and find approriate version which fit with your system. Below is what you have to check,
These are my systems
No labels s CUDA Version( cu )
(LD B thkAl (= * PyTorch Version( torch }
PyTorch : 2.5.1 Type .
Python : 3.11.18 * Python Version( cp )
os : Linux 5.15.8-1@-generic Ne type

* os( x86-54 )
Architecture : xB6-64

Projects Unfortunately, my system doesn't fit with them. So | have to find another method.

| checked all the mamba-ssm released version(https://github.com/state-spaces/mamba/releases) and there was nothing for mine. No projects ) .
Is this the reason why | can't install it? 3. Clone the git and install

This works for me. o JFi/:/tI\:ZSﬁ

P L




FRiElES (%)
> (S

O WMREEENA T, AJLMEEIXIESIRE, bilclaude,
chatGPT, gemini, GLM, Kimi, DeepSeek, QwenZs

O AEZFHEEXKESER, SBoXESRENIRERS,
EoE2 =LK T
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RIS ()
> et
O ERAESREMAPIRN, 1ZEI%E, MCherry Studiosf)

o SREER
- a X
------------- - ip.DMXAPI.com £P=R R b (F5iE APIETEH
a; o st on st HNSEE  SRETESEE BEBAESE
D DMXAPI on | APIE$H =
. B = A/ SEE pag:| 225H
== FEEFH on) |
@ P on) | - I cherry 2EE P ornig vip sk-LOKIF***=sxxxxqnn @ )
ER = Q 5
@ ModelScope EEfE ON
i ~  OpenAl —
® CherrylN on | |
y tdo © @ @ -
A ks I e -
o) T . gpt-do-mini @ @ ® - Q claude-3-7-sonnet-20250219 | DMXAPI 2 Q = - O ¥
@ AiHubMix | ~  claude
£ mME=EE | e claude-sonnet-4-20250514 © & & ©® - T“Ef‘}#@%. E_ﬁ:.}_:ﬂﬂﬁﬁ. ﬁ-ﬁ?gfﬁggﬁﬁmErmﬁidEE :QELE:T_»E]TE%EE
/3 HE—AI(AIOnly) I €} daude-opus4-20250514 © @ & @ - .
1:| Azure Openal ! 0 claude-sonnet-4-5-20250929 < & & @ - ﬁ_ﬁ
] |
0 Hebius . ~  claude-3 |
_ |
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O AeJLAEREAI B8 TH, tbillcursor, augment coding (#f¥) , codex3F

P
indexhtml X 5

o LELILS indexhiml > € html > & body > € nav.top-nav > € div¥mobileNav.mobile-nav > & a

> .vscode 1 —
’ <html lang="en">

<body>
nav class="top-nav">

> img
> Paper illustration
> pdf
bibtex.html </div>
= CNAME <a href="https://github.com/Louaq” class="github-corner” ar:
3 feedxml <svg width="64" height="64" viewBox="0 @ 250 250" styl:
index.html h d="Me,® L115,115 L130,115 L142,142 L250,250 |
A ucense 1 d="M128.3,109.0 €113.8,99.7 119.9,89.6 119.0,
A path d="M115.8,115.8 €114.9,115.1 118.7,116.5 119
£ robots:txt
Js scriptjs
& sitemap.xml
style.css

.github-corner: ~ .octo-arm{animation:octocat-wave !
@keyframes c =2{0%,100%{transform:rotate (o) }20!
@media (max-width:9@epx){
.github-corner svg{width:56px;height:56px}
}
@media (max-width:5eepx){
.github-corner:hover .octo-arm{animation:none}
.github-corner .octo-arm{animation:octocat-wave 56¢
.github-corner svg{width:48px;height:48px}
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Microsoft Windows [RF4 10.8.26100.4061]
Microsoft Windows [RfZ5 18.8.26160.4061]
(c) Microsoft Corporation. {RESETEFI.

D:\Download\academic>
> A8

> HES
5N 17 main @

Composer 1 ~
|

Auto

MAX Mode

Use Multiple Models
Composer 1
Sonnct4.5
Sonnet4.5

GPT-5 Codex

GPT-5

Haiku 4.5

Grok Code

Sonnet 4

AUGGIE IS AVAILABLE IN ZED, NEOVIM, AND MORE -»

The most powerful Al software development platform
backed by the industry-leading context engine.

Install now ‘
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ve Learning an ve Fusion!!!
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To test a model,

o kXX EX:

SOUTH-CENTRAL MINZU UNIVERSITY

python ./code/test_ACDC.py # for ACDC testing =
python ./code/test PROMISE12.py # for PROMISE12 testing

O &EREEE, ST, SEmNER

Dice 1
WT TC ET Mean
BraTS2019|0.9087 +0.0722 0.8266+0.1813 0.6899+0.2941 0.8084+0.1825
BraTS2023|0.9384 +0.0591 0.91191¢.1357 0.850410.1958 0.900210.1302
BraTS2024|0.8617+0.0949 0.7693+0.2169 0.552240.3824 0.7277+0.2314

Dataset

ICRELIGEN;

I
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= | EEiE | 88 8@ a8 PyTorch > 2.8.0 » 3.10(ubuntu22.04) >
v )
7/
sER JFER TR BRAK 05K AR BLUE  VI0ER  ASIOSR = ERSESR  4nEEeX 7/  TensorFlow ’ 2.7.0 >
/7
GPURLS e VGPU-32GB (35/410) RTX 4090 (26/1544) RTX 3090 (0/1272) RTX 3080x2 (0/320) RTX 2080 Ti x2 (0/100) // Miniconda > 2.5.1 ?
TITAN Xp (0/47) 7 tritonserver > 2.3.0 ?
/7
CPUEE |1 2 3 4 5 6 7 8 10 12 7/ JAX 3 212 )
7/
4 PaddlePaddle > 2.1.0 p
/
RTX 4090 / 24 GB =azg /s , 4 TensorRT > 2.0.0 >

1 _gg,ﬁ} ){}% TSOFT Gromacs > 1.11.0 >
CPU: 16 #%, Xeon(R) Platinum 8358P ESE 0GB GPUIERT 560.35.03

F7E 120 GB £2% 50 GB, EIFE 50 GB CUDANEZ: 2126 1.10.0 ’
7 &l

Y4
7
/ mmseg

EEFEHANE R, tﬁﬁPytorchHﬁzﬁﬂ Python netimproved
HﬁZISEIJEL thnJ LAk 2 RIRTFRIGEIS U - _ _

yolova

—
~~~
—
= >

mamba_ssm

O MRNEESES, TLUERZS Rk D Hlilldk

nnunet v2

pa
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ARSS =5l
> ABEANInuIRERS

cd dataset, cd ../, vim train.py, cat train.py

mkdir data, touch test.py

mv Dataloader.py /root/data, cp Dataloader.py /root/data
rm —rf val.py

zip results.zip -r /root/autodl-tmp, unzip results.zip

OO 0000

sudo apt-get update

552601/14£28™m
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