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如何从零复现论文代码

2025/11/13
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1 找文献

2 找代码

3 配环境（难）

4 调试代码（难）

5 服务器训练
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找文献

➢ 找SCI 2区或CCF B以上的论文（顶会、顶刊）

➢ 找公布源代码的论文（会议较多，期刊较少）
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找代码

➢ 文献中直接给出（摘要或实验部分）
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找代码

➢ 文献中没有直接给出，搜索引擎检索（google、Bing等）
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找代码

例外：空仓库，只有README文件



第7页/共28页

找代码

例外：提供的代码不完整
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找代码

➢ 发邮件询问作者，成功率比较低

期刊：TMI
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配环境（难）

➢ 虚拟环境：anaconda

➢ 基本的环境：Pytorch, opencv, numpy, cuda, scipy, 

matplotlib等
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配环境（难）

➢ 配置Pytorch环境

 查看本机最高支持的cuda版本，例如我的显卡是4060，最高支持12.7的cuda

 打开Pytorch官网，选择系统和cuda版本，复制命令到终端安装Pytorch

 直连官方的仓库，下载速度可能比较慢，可以使用阿里云或清华的conda镜像源
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配环境（难）

➢ 配置项目环境：pip install –r requirements.txt

 遇到某一个包安装报错，可以
先单独安装这个包，再执行上
述命令

 如果单独安装还是报错，在
https://pypi.org上下载离线
的包

https://pypi.org/
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配环境（难）

windows

Linux

macos

➢ 离线安装

pip install numpy-2.3.4-pp311-pypy311_pp73-win_amd64.whl
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配环境（难）

➢ 其他的疑难杂症

 mmcv直接使用pip install mmcv下载会报错，需要到官方复制下载命令

 Mamba块的安装，需要Pytorch与cuda版本的严格对齐：
torch 2.1.2，cuda 11.8，mamba_ssm 1.1.1
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配环境（难）

➢ 其他的疑难杂症

 Pytho包之间存在的依赖关系

 triton官方只有linux版本，在windows安装会报错

https://github.com/PrashantSaikia/Triton-for-Windows
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调试代码（难）

➢ 分析项目结构 配置文件

数据加载

网络模型文件

预训练权重

工具函数：数据预处理，loss计算等

训练脚本，测试脚本和验证脚本

大部分的项目保持类似的结构，符合软件工程中的低耦合标准
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调试代码（难）

➢ 下载数据集

 下载README中的数据集，并按

要求组织数据集的文件结构

 私有数据集不公布，需要申

请访问权限，成功率较低

 公共数据集直接下载，比如COCO，

ACDC，CHASE_DB1等
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调试代码（难）

➢ 修改代码

 主要修改数据集路径，epoch，

学习率，batch_size和GPU设

备等

 下载README中提到的预训练

模型，放置在正确的位置

 这里99%会出现各种报错，除了硬件的报错，其他的大部分

可以在各种网站或论坛（github、CSDN）上找到答案，最

好还是在github的issue里找一找
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调试代码（难）

➢ 修改代码
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调试代码（难）

➢ 修改代码
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调试代码（难）

➢ 修改代码

 如果实在修改不了，可以借助大语言模型，比如claude，

chatGPT，gemini，GLM，Kimi, DeepSeek，Qwen等

 不能过于相信大语言模型，部分大语言模型的幻觉较高，

需要检查代码
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调试代码（难）

➢ 修改代码

 使用大语言模型的API接口，按量付费，以Cherry Studio为例
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调试代码（难）

➢ 修改代码

 还可以使用AI 编码工具，比如cursor，augment coding（插件），codex等
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调试代码（难）

➢ 运行代码

 如果以上步骤没有出现较大的问题，那么可以执行训练代码，训练时间依据不同任务而不同

网络配置信息

每一个epoch的
损失和学习率
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调试代码（难）

➢ 测试模型

 设置模型路径，运行测试脚本，得到预测的结果

记录实验数据
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服务器训练

➢ 由于本地的算力有限，所以利用服务器加速训练过程，以AutoDL为例

 选择租用的显卡，设置Pytorch版本和Python

版本即可，也可以选择之前报存的镜像文件

 如果训练任务复杂，可以使用多卡训练或分布式训练
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服务器训练

➢ 熟悉基本的inux操作命令

 cd dataset，cd ../，vim train.py，cat train.py

 mkdir data，touch test.py  

 mv Dataloader.py /root/data，cp Dataloader.py /root/data

 rm –rf val.py

 zip results.zip –r /root/autodl-tmp，unzip results.zip

 sudo apt-get update 
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总结

上述只是对如何复现论文代码的简单概述，具体的实践过程需要针对

具体的代码，比如有的项目没有给出评估脚本和测试脚本，此时需要

根据训练代码，自己写出评估和测试脚本
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Thank you

2025/11/13
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